
































































































































































6.1. CONTRIBUTIONS 71

Type of
contribution

Description of contributions

Rich insight
A description of transparency based on established research

and our own case studies

Framework
Thorough description of how transparency, explanations and
usability function within the context of algorithmic decisions

Model
Details how transparency, explanations and usability affect

each other when designing and explaining systems
Mid-range
theory

Brings theories of transparency and explanations to the field
of HCI, and suggests how HCI could use these theories

Table 6.2: Theoretical contributions of the overall thesis based on Presthus and
Munkvold (2016)

Information 
Transparency

Decision-
making
process

Achieving
ethical
values

Informs Directs

Explanations
Facilitates

understanding

P2

P3

P4

Competetive
advantage

P1

Designing information in specific
ways for specific purposes

Figure 6.1: Contributions of each paper of the thesis mapped to the model for
transparency and explanations.

transparency, but the point of interest was still the realization of a competitive
advantage. Compared to Paper I, Paper II narrowed the scope significantly to
a single industry (insurance), a single country (Sweden), and another group of
actors (insurance professionals). While the insurance professionals all saw advan-
tages with transparency, there was a lack of agreement as to what it meant, and
what processes should be made transparent. Based on this lack of ideas concern-
ing practical applications, Paper III instead sought to see if the problem lay with
how the information can be explained. It focused on the same industry, with the
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same terminology but looked instead at practical applications of transparency
requirements in the GDPR across different countries. In Paper IV, the scope was
changed somewhat (looking at several industries instead of one), but the question
remained. However, due to the lack of replies and lack of transparency, the paper
instead tried to explain the hurdles that are in the way of transparency, with a
heavy focus on the role that explanations play.
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