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Abstract

This thesis work details the development of an automatic scheduling engine for
satellite communication from the operational stand point of a ground station. The
aim has been to create a scheduling engine that autonomously calculates passes
for a large number of satellites over a ground station and assigns these passes to
appropriate resources. The process used can be described as rule based scheduling,
where each satellite is assigned a set of specific requirements that the scheduler
tries to satisfy in order to create a schedule that satisfies all specified requirements.
This approach is in contrast to the most commonly used scheduling today, where
satellite operators request passes and ground stations try to satisfy these requests,
often manually. With rule based scheduling satellite operators are instead allowed
to set requirements and the pass times are chosen automatically so as to optimize
the process and admit a higher utilization of available resources. It is shown that
a typical utilization of a ground stations resources of about 60% can be achieved.
In addition to the scheduling engine a simple web interface has been developed,
allowing the control of all parameters and scheduling through a web browser, thus
demonstrating the ability to make this system more widely accessible for a broader
range of users. The development of a rule based scheduler illustrates the possibility
of making the process of satellite to ground communications more streamlined from
the part of the ground station while at the same time permitting an increase in
the number of passes it can support.



Sammanfattning

Det här examensarbetet beskriver utvecklingen av en autonom schemaläggare för
satellitkommunikation fr̊an en markstations perspektiv. Syftet har varit att skapa
en autonom schemaläggare som p̊a egen hand beräknar passtider för ett stort antal
satelliter över en markstation och schemalägger dessa pass p̊a lämpliga resurser.
Processen som används kan beskrivas som regelbaserad schemaläggning, där varje
satellit som ska schemaläggas tilldelas ett antal specifika krav som schemaläggaren
sedan försöker tillfredsställa för att p̊a s̊a sätt skapa ett schema som tillfredsställer
alla krav fr̊an alla satellitoperatörer. Det här angreppssättet skiljer sig fr̊an det
som används mest idag, där satellitoperatörer ställer detaljerade krav p̊a vilka pass
som ska bokas in hos markstationen, och personalen p̊a markstationen försöker att
tillfredsställa dessa krav s̊a l̊angt det är möjligt, ibland manuellt. Med regelbaserad
schemaläggning f̊ar satellitoperatörer istället specificera ett set med krav för sina
satelliter, och schemaläggaren väljer passtider s̊a att alla krav för alla satelliter
tillgodoses p̊a ett s̊a effektivt sätt som möjligt, s̊a att en högre beläggning p̊a mark-
stationen kan uppn̊as än vad som annars vore möjligt. Det visas i dokumentet att
en beläggning p̊a ca 60 % är möjlig med hjälp av regelbaserad schemaläggning;
högre än normalscenariot för en markstation idag. Utöver schemaläggaren har
ett webbaserat gränssnitt utvecklats som möjliggör kontroll av satellitparametrar
och schemaläggning via en webbläsare. P̊a s̊a sätt visas möjligheten att göra ett
s̊adant här system tillgängligt för ett brett spektrum av användare. Utvecklin-
gen av en automatiserad schemaläggare illustrerar möjligheten att förenkla pro-
cessen för passbokning av satellit till markstationskommunikation samtidigt som
en förh̊allandevis hög beläggning kan uppn̊as.



Who are we? We find that we live on an insignificant planet of a
humdrum star, lost in a galaxy tucked away in some forgotten corner
of a universe in which there are far more galaxies than people.

-Carl Sagan
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Chapter 1

Introduction

1.1 Background

Since the launch of Sputnik 1 by the Soviet Union on October 4, 1957, about
6500 earth orbiting satellites have been built by over 50 countries around the
world. Out of these roughly 3000 remain in orbit and as many as one thousand
are operational [18]. While launching satellites into orbit is indeed one of man’s
greatest accomplishments, these devices would be largely useless if it were not for
efficient space to ground communications. After all, you need to be able to collect
data from your satellite in order to reap the benefits from it, whether the purpose
be scientific, military or civilian.

This thesis was written in cooperation with The Swedish Space Corporation
(SSC). SSC operates several ground stations around the world in a network called
PrioraNet. The purpose of these stations is mainly to communicate with satellites
and then relay their data to customers, it is therefore very interesting for SSC to
explore the possibility of increasing the number of satellites communicated with,
especially if it can be done without the acquisition of additional ground station
resources such as antennas.

1
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1.2 Problem Statement

This report focuses mainly on the planning process of communications between
ground stations and satellites in low earth orbit, that is satellites at an altitude of
300-2000 kilometres. These constitute about 50 percent of the operational satellites
[19] and they are particularly interesting from a planning perspective as the nature
of their orbits gives them relatively short periods, making each communication
session, or pass, short. When one ground station wants to communicate with
a large number of satellites planning becomes an issue as the station might see
hundreds of passes per day and only a fraction of these passes are needed to meet
the demands for each satellite. Efficient planning focuses on choosing which passes
to use for communication and which to ignore, in order to maximize the number
of satellites that can be communicated with for a given set of resources in a given
amount of time, while at the same time satisfying the demands set by all ground
network users.

The main objective has been to develop a planning engine that takes a list of
small satellites, so called cubesats, assigns them satellite specific requirements on
ground communications and tries to schedule them on the available resources in
a space to ground network, without interfering with satellites already scheduled
on an operative level. The purpose of this process lies not only in developing live
software, but rather in demonstrating the possibility of maximizing the utilization
of the available resources by use of automatic scheduling processes.

1.3 Small Explorer for Advanced Missions

The Royal Institute of Technology (KTH) in Stockholm is coordinating the de-
velopment a 3U CubeSat called Small Explorer for Advanced Missions (SEAM),
conducted as a collaboration project within 7th Framework Programme funded by
the European Commission. The objective is demonstrating precision attitude de-
termination, flexible autonomous data acquisition, high-bandwidth telemetry and
an integrated solution for ground control and data handling in use for a CubeSat.
The satellite will be equipped with science grade magnetic sensors. SSC is involved
in this project as a provider of an S-band data link for telemetry and scientific data.
SSC will also implement a solution for flexible communication scheduling and this
thesis is related to the SEAM project in the context of being a part of exploring
the possibilities with flexible scheduling in the form of an automated scheduling
engine.
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1.4 Planning problem

Planning at SSC today is made on a per request level. Operators of satellites
normally request communication time for their satellites for certain periods of
time well defined a couple of days ahead according to their own specific needs.
Supplying this service is very important as an operator of a ground station since it
maximizes the freedom of the satellite operators to choose when and how to acquire
their data, thus optimizing their part of the process. This approach, however, is
not at all without problems for the ground station operator, when the number
of satellite operators requesting passes grows, the likelihood that their requests
will conflict with each other also grows, leading ultimately to situations where
someone’s requests need to be turned down when not enough antenna resources
are available.

Rule based scheduling tries to avoid this dilemma by using a different approach
to communication altogether. Instead of allowing satellite operators to choose
when and how to communicate with their satellite, they are instead allowed to
specify a set of requirements for their satellite missions. The requirements include,
but must not be limited to, minimum communication duration, number of passes
per day, consecutive passes, compatible antennas and so on. These requirements
are then passed along with data for each satellite into a mathematical solver, which
by utilizing different mathematical algorithms tries to find a schedule in which all
requirements for all satellites are met. This approach has the potential to greatly
improve the resource utilization at a ground station, possibly enabling a much
more efficient use of the available resources.

The downside of this process lies in the fact that satellite operators lose their
ability to actively influence when their passes should occur. Instead of being able
to request three passes at three well defined time slots, they will now have to make
do with the fact that they will be given three passes within, as an example, a given
24 hour period. For many satellite operators this is simply not an alternative, and
the purpose of this thesis work is not to promote the usage of such a process for
all scheduling. Instead, the possibility of using a rule based process for satellites
with less strict requirements is considered and this is where CubeSats enter the
picture.
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CubeSats are small and relatively cheap satellites often constructed by Univer-
sities and (in the space industry) small organizations [17]. They are standardized
in size and are almost exclusively launched by so called piggy-backing, where the
satellite is deployed from a launcher of another, larger satellite mission [20]. Cube-
Sats are designed in a way as to keep the costs as low as possible and this makes
them great for automatic scheduling. By utilizing rule based scheduling it could
be possible to reduce the cost of satellite to ground communications, as the down
linking of data would be done at a time most convenient and with minimum effort
from the ground station. This cost reduction might not be motivation enough for
a large satellite operator, but for a small operator as a university, this will more
likely be a critical factor. The development of the automatic scheduler is therefore
made mostly with CubeSats in mind.

1.5 Interface Development

In addition to the scheduling engine, which could be considered the core of this
thesis work, a web based interface for control of the scheduling process has also
been developed. It has two different layers, an operator view and a user interface.
The operator view gives an overview of all available passes, the current schedule
as well as messages and warnings about the current plan. The user view gives
opportunities for the end user to modify their satellite specific constraints and
requirements and to see all its scheduled passes as well as statistics about their
missions. The purpose of the interface is to give easy access to the scheduling
engine without the need to install the software on every computer from which it is
to be used. Furthermore an interface simplifies a hypothetical operator-customer
interconnection, making it easier to illustrate potential future uses for the planning
system.



Chapter 2

Theoretical Background

2.1 Orbital Mechanics

In order to receive data from a satellite it has to be visible above the horizon
where the antenna is located at the time of data acquisition. A satellite in Earth
orbit, however, is only visible from a portion of the surface of the earth at any
given moment, the duration of which depends on the orbital parameters for each
satellite. Satellites in orbit move in highly predictable patterns and it can therefore
be determined to a very high extent when a satellite will be visible from any point
of the earth.

2.1.1 Keplerian Motion

The 17th century astronomer Johannes Kepler was the first person to accurately
describe the motions of bodies acting under a central force in free space. His
research led him to formulate three laws that are fundamental in Orbital Mechanics
[13, p. 249].

1. The orbit of a planet is an ellipse with the sun at one of the foci

2. A line segment joining a planet and the Sun sweeps out equal areas during
equal intervals of time

3. The square of the orbital period of a planet is proportional to the cube of
the semi-major axis of its orbit

5
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Satellites thus move in elliptical orbits with predictable periods and predictable
velocities, facts that can be used to calculate possible communication intervals for
each satellite from a ground station. A thorough explanation of the ellipse is given
in Appendix A, and a mathematical explanation of the basics in orbital mechanics,
including Keplers three laws of motion is given in Appendix B.

2.1.2 Keplerian Orbital Elements

In order to fully describe an orbit around a central body the so called Keplerian
orbital elements can be used. These can be separated into two groups, dimensional
elements and orientation elements [7, p. 28]. Figure 2.1 illustrates the orientation
elements in the ECI coordinate system described in section 2.2.1.

Figure 2.1: Keplerian Elements. This figure illustrates the Keplerian elements
described in the section. [9]

The dimensional elements are [7, p. 28]:

• Semimajor axis, a. Specifies the size of the orbit.

• Eccentricity, e. Specifies the shape of the orbit (Circular, elliptic, hyperbolic
or parabolic).
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• Time of perigee passage, tp. The time when the satellite passes perigee. Can
be used to determine the position of the satellite at any given time using
Keplers equation.

The orientation elements are [7, pp. 28-29]:

• Inclination, i. Angle of the orbit with respect to a reference plane. For
satellites in earth orbit this plane is the equator. Satellites with an inclination
between 0 and 90 degrees are said to be posigrade and satellites with an
inclination between 90 and 180 degrees are retrograde.

• Right ascension of the ascending node, Ω or RAAN. Angle between the di-
rection to the vernal equinox and the ascending node, i.e. where the satellite
crosses the equator from south to north.

• Argument of perigee, ω. The angle between the ascending node and the
perigee of the orbit. Defines the rotation of the orbit in its plane.

• Argument of latitude, u0. Defines the position of the satellite with respect
to the ascending node.

• True anomaly, θ (often called v0). The angle from the satellite to perigee
with respect to the central body.

2.2 Coordinate Systems

There are several different coordinate systems used when defining orbits, com-
pletely depending on the situation at hand. An orbital plane is sufficiently de-
scribed in two dimensions, but the orientation of the orbital plane must be de-
scribed in three dimensions. As an example to illustrate the effect of representing
an orbit in different coordinate systems, a satellite is propagated for the duration
of two orbits from an arbitrary epoch and the result is represented in figures at-
tached to each section. The keplerian elements for this satellite are: a = 6993 km
(altitude 622 km), i = 97.83◦, Ω = 21◦, ω = 0◦, θ = 0◦, e = 0 (circular orbit).
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2.2.1 Earth-Centered Inertial

This reference frame, commonly referred to as ECI [6] is often used to describe
the orientation of an orbit. The system has its origin in the center of the earth
and is not rotating with the earth, it is thus fixed with respect to the stars (ergo
inertial). This system has three axes, the x axis points to the vernal equinox, the
z towards the celestial north pole and the y axis is perpendicular to both. The x
and y axes are aligned in the equatorial plane of the earth. The ECI coordinate
system is illustrated in Figure 2.2.

Figure 2.2: The earth centered inertial coordinate system [16].

This coordinate system remains fixed in space while the earth rotates within it
and this has the effect that the orbital plane is represented as it would appear for
a stationary observer looking toward the earth. As the earth rotates around the
sun, however, the coordinate system also rotates causing a change of the RAAN
of a satellite of about one degree per day relative to the x-axis that needs to be
accounted for. The example satellite is shown in the ECI coordinate system in
Figure 2.3.
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Figure 2.3: The orbit of the example satellite in the Earth centered inertial system
for two revolutions. The center of the Earth is in the origin. The Earth has been
removed from the center of this image to make the orbit clearer

2.2.2 Earth Centered, Earth fixed

The earth centered, earth fixed (ECEF) coordinate system is similar to the space
fixed system, the difference being that it rotates with the earth [6]. The x axis is
aligned with the Greenwich Meridian at 0◦ longitude in the equatorial plane of the
earth, the z axis is aligned through the north pole and the y axis is perpendicular
to both. it is illustrated in Figure 2.4.

Since the coordinate system rotates and the orbit is constrained to its plane
(according to Kepler 2), the orbit no longer looks like a plane, instead it appears
to rotate, just as it would if observed from center following its rotation. The effect
is illustrated in Figure 2.5. This is very useful as it illustrates the location of the
satellite above the earth at any point in time.

2.2.3 Ground Tracks

By projecting the trace of the orbit in the ECEF system to a two dimensional
map the so called ground track is obtained. The ground track shows clearly on the
map where the satellite passes above the ground. Since the earth rotates the track
drifts for each revolution. The earth rotates anti-clockwise so the drift is toward
the west. The ground track for the satellite is illustrated in Figure 2.6
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Figure 2.4: The earth centered earth fixed coordinate system. [15]

Figure 2.5: The orbit of the example satellite in the Earth centred Earth fixed
system for two revolutions. Since the coordinate system rotates with the earth the
orbit seems to rotate in space
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Figure 2.6: Ground track for the satellite during two revolutions. This is a two
dimensional projection of the orbit shown in Figure 2.5. Since the earth rotates
the ground track drifts in a westward direction.

2.2.4 Topocentric

Figure 2.7: The topocentric coordinate system, defined right handed [2].
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If the position of a satellite in the sky is desired, a local horizontal coordinate
system can be used. The system is defined from a point on the surface of the
earth referred to as the topocenter. This system can be defined either as left
or right handed. If defined left handed the axes are aligned so that the first axis
points toward the north along the horizon of the topocenter, the second axis points
toward the east and the third axis points straight up from the topocenter, toward
the local zenith. This is illustrated in Figure 2.7 and is very useful for satellite
communication as it can be used to track the position of a satellite in the sky from
the point of view of an antenna.

2.3 Passes

A satellite can only be directly communicated with when it is above the horizon
at the location of a ground station. Figure 2.8 Illustrates the ground station
Esrange in Kiruna and two satellites in near polar orbits. The areas marked
around each resource shows the range where it is above the horizon. For a pass
to occur above Esrange the satellite has to be within the area marked around the
station.

Figure 2.8: Satellite Visibility. The areas marked show the visibility for the re-
source with the same colour. For a pass to occur the station needs to be visible
from the ground station. In this image the satellite Odin (in magenta) is in the
middle of a pass above Esrange. Cubebug (in blue) on the other hand is not visible,
and can not be communicated with at this time
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2.3.1 Ground Station Location

The location of the ground station is important to be able to communicate with
a satellite as often as possible. The most optimal location depends on the orbital
parameters of the satellite one wishes to communicate with. If the satellites that
are to be communicated with are in equatorial orbits for example (inclination near
0◦) the ground station has to be near the equator for any passes to occur. Satellites
in polar orbits (inclination near 90◦) on the other hand can see all points of the
earth due to the rotation of the earth1, they will however pass over both poles
once every rotation and this makes it beneficial to locate ground stations near to
the poles to communicate with this type of satellites.

Sun-synchronous orbits

The sun synchronous orbit is a special polar orbit that uses a perturbation caused
by the oblateness of the earth which has the effect that the Right ascension of the
ascending node of the orbit drifts at the same rate as the direction of the vernal
equinox due to the earth’s rotation around the sun [1, p. 176]. An idealized sun
synchronous orbit thus has the same relative angle toward the direction of the sun
at all times, and always passes above the equator at the same local time. This
is especially useful for earth observational satellites, as for example a camera can
be tuned to certain lighting conditions typical for a certain time of day and as an
effect most earth observational satellites are in these orbits. As it happens, this
perturbation occurs at an inclination of about 98◦.

Let us consider the example satellite from section 2.2. This satellite is in a sun
synchronous orbit with an inclination of about 98◦. Figure 2.9 is the same as
Figure 2.5 but with fifteen orbits propagated instead of two. One can clearly see
that while the satellite passes above many points of the earth, the areas near the
poles will see the satellite almost every orbit, whereas areas near the equator only
see a few.

1This depends on the orbital parameters, not all polar satellites see all points of the earth,
but many do.
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Figure 2.9: The orbit of the example satellite in the Earth centered Earth fixed
system for 15 revolutions. Areas near the poles see considerably more orbits than
areas near the equator

2.4 Satellite Communication

Most satellite communication today is performed via radio frequency (RF). Sig-
nals are sent to and received from satellites by ground based antennas, and the
signals are then treated and converted to digital bits for storage or data access.
This signal then needs to be converted to digital bits in order to be handled by a
computer system. This is done with a so called baseband, which down converts
the frequency of the received signals, so that they can be converted to a digital
computer readable data format.

2.4.1 Radio Communication

Two commonly used frequency ranges for satellite communication are the so
called S and X-bands. The S-band is defined for frequencies in the range of 2
to 4GHz, the X-band is defined roughly in the interval of 7 to 12GHz. These
definitions are most commonly used for satellite communication, they can differ
slightly for other types of communication. Higher frequencies allow for higher
bandwidth, and larger amounts of data can be sent in shorter periods of time.
S-band frequencies are mostly used to transmit telemetry data, such as systems
status and commands, whereas X-band is mostly used for transmission of scientific
data, such as images.
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2.4.2 Communication Procedure

Figure 2.10: This image illustrates the process of receiving signals

When data is to be retrieved from a satellite, a ground based antenna points in
the direction of the satellite and tracks its motion across the sky. Both the X-Band
and the S-band frequencies are quite high and therefore difficult to be efficiently
transmitted through cables on the ground, and therefore the signals are shifted to
a lower frequency at the site of the antenna. X-band signals are commonly shifted
to 720MHz and S-Band signals are shifted to 70MHz. These signals are then
transmitted from the antenna to a baseband demodulator at the ground station
which further shifts the frequency and converts the analogue stream to digital.
The final digital signal is then stored on site for further distribution to the end
user.
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Figure 2.11: A set of several antennas and basebands, interconnected with a switch-
ing matrix

2.4.3 Ground station setup

A typical ground station has several antennas and basebands in order to be
able to communicate with several satellites simultaneously. These are commonly
interconnected through a switching matrix enabling each antenna to use different
basebands for different situations. Multiple antennas can be used to communicate
with the same satellite or multiple basebands may be used. Since this setup en-
ables many different possible combinations adequate planning is needed to ensure
reliable communications. In order to communicate with a satellite an antenna and
a baseband to treat the signals must be allocated beforehand, so that prior to each
pass an antenna can be pointed in the right direction and the switching matrix set
to pass the signals to a compatible and available baseband. This is a tedious task
for ground stations with many antennas and basebands and is a perfect task for
automated scheduling procedures.
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2.5 Automated Planning

Automated planning is an area of Artificial Intelligence focusing on the process
of solving complex deliberation processes and organizing actions by anticipating
their expected outcomes [11, p. 1]. Before committing an action some sort of
planning is always needed; first one needs to know what needs to be done in order
to complete a certain task, then one plans a set of actions in an order appropriate
to solve the problem. This is applied in many instances, whether it is something as
mundane as writing a list of groceries to buy, deciding where to buy them and how
to get there or something more technical like figuring out how to make a robot
navigate through its environment. As the name implies, Automated Planning
focuses on solving planning problems automatically using applied algorithms and
this section focuses on different approaches and search procedures commonly used
to solve these problems.

2.5.1 State Space Search

The following list of definitions is taken from the book Automated Planning -
Theory and Practice [11, p. 544]:

• Soundness - A deterministic procedure is said to be sound if a
value returned for a certain problem is always a solution to said
problem. A non deterministic procedure is sound if every success-
ful execution trace eventually returns a value that is a solution to
the problem.

• Completeness - A deterministic procedure is complete if it is
guaranteed to return a solution to the problem it is invoked on.
A non-deterministic procedure is complete if at least one of its ex-
ecution traces will return a solution when the problem is solvable.

• Admissibility - If there are several different solutions to a prob-
lem, then a procedure is guaranteed to return an optimal solution
to the problem. An admissible procedure is by definition also
sound and complete. A heuristic is admissible if it never overes-
timates the cost to complete a task
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In a state space search problem one searches through a so called state space for
a state satisfying some specified set of criteria. The state space is a set of nodes,
and the state that satisfies the specified criteria is called a goal node [11, p. 544].
When performing a state space search no set of states is defined initially, instead
one starts in some initial node and generates new states until a goal node is found.
By searching from some initial state one generates nodes, these are solutions to the
algorithm in each step, when one of these nodes satisfy the criteria one is looking
for, one has found a goal node. When working through a solution many nodes are
created, these nodes and the partial steps that lead up to them build up a search
tree. The tree of nodes that is created is called a graph and there are several
different techniques for searching through this graph for a node that satisfies the
goal conditions. To explain some of these different techniques, let us consider
a common scheduling problem in which one wants to find a route between two
locations following an already established road network. Lets say that someone
wants to travel from Stockholm to Gothenburg and thus wants to find a possible
route. The map used for the example is shown in figure Figure 2.12. The initial
state in this case is Stockholm, and the goal state is Gothenburg. All the different
algorithms try to prioritize the node that gives the shortest travelled distance, that
is nodes with shorter travel distance are examined first.

Breadth First Search

Breadth First Search is a way of searching for a goal node that is useful if the goal
node can be found in relatively few steps. It works by starting in the initial state,
also called the root node, and then inspects all neighbouring nodes attached to it.
Then it inspects all nodes attached to these nodes in turn, and so on. The process
is illustrated in Figure 2.13 and in the bullet list below.

• Check all nodes attached to the current node in order of their distance to
the current node. In the first iteration this is Södertälje, Väster̊as, Uppsala
and Norrtälje. Ignore already visited nodes

• Check if any node is the goal node, if so return the sequence of nodes leading
to it, otherwise continue

• Repeat the process for all the expanded nodes in order of their distance from
the origin until the goal node is found
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Figure 2.12: Simplified road net used for the examples. The map is not geograph-
ically correct and the distances are the direct distances between two cities.

The great value in this process is that all nodes on each level are inspected, and
by evaluating nodes this way the algorithm makes sure that no solutions early in
the graph are missed. If a non-deterministic procedure is complete, then a breadth
first implementation of this procedure will also be complete, as all nodes up to the
goal node are investigated [11, p. 544]. If the solution is found deep down in the
tree of nodes however, or if each node generates a large number of nodes, this
algorithm quickly becomes very memory intensive and it is not uncommon for
computers to run out of available memory as the number of investigated nodes
grow.
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Figure 2.13: The order in which the nodes are expanded by the algorithm in a
breadth-first search

Figure 2.14 illustrates the breadth first search for the example problem. First
each possible route from Stockholm is evaluated, in this case it is Södertälje,
Väster̊as, Uppsala and Norrtälje. In the second iteration all possible roads from
these cities are evaluated and so on until Göteborg (Gothenburg) is found. The
nodes on each level are evaluated in order of their distance from Stockholm, where
a shorter distance is preferred. As can be seen from the graph, the goal node is
found in four iterations having investigated 14 nodes. The algorithm stops and
returns the route when it encounters the goal node. In this case the chosen route
was Södertälje, Örebro, Skövde, Göteborg, at a total travelled distance of 441
kilometres.

Depth First Search

Depth First Search differs quite significantly from breadth first search in the
way the nodes are expanded. Instead of expanding all nodes on each level, only
one of the nodes is expanded and the algorithm quickly explores a large amount of
levels without extensive memory usage. The process is illustrated in Figure 2.15
and in the bullet list below.

• Expand the current node and list all nodes attached to it. In the first itera-
tion this is Södertälje, Väster̊as, Uppsala and Norrtälje.

• Check if any node is the goal node, if so return the sequence of nodes leading
to it, otherwise continue
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Figure 2.14: Breadth First search applied to the route example illustrated in Fig-
ure 2.12. The number next to each node indicates the order in which the node was
expanded. The algorithm adds all attached nodes to each expanded node except
nodes that have already been visited.

• Expand one of the nodes, it can be done blindly or with some degree of
determinism, in the chosen example the node with the shortest distance is
chosen.

• Repeat the process for the chosen node and continue until a goal node is
found or until there are no more nodes to explore.

• If there are no more nodes in a trace, go back to the previous level and repeat
with another node.

This method thus only expands one node on each level and continues down a
path either until a goal node is found, or until a dead end is encountered, when
the algorithm moves up one level and restarts. This is an excellent method in
many cases, especially if a goal node is likely found in any trace and several levels
down. If only a few traces lead to a solution however, this algorithm is potentially
outperformed by a breadth first search, as many nodes on early levels are ignored.
The result of applying a depth first search on the example problem is illustrated in
Figure 2.16. The algorithm finds the solution in only 4 evaulations, significantly
faster than the breadth first solution. The route found was Södertälje,Norrköping,
Jönköping, Skövde, Göteborg. A route of 486 kilometers, 45 kilometers longer
than the road found by the the breadth first algorithm.
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Figure 2.15: The order in which the nodes are expanded by the algorithm in a
depth-first search

Figure 2.16: Depth First search applied to the route example illustrated in Fig-
ure 2.12. The number next to each node indicates the order in which the node was
expanded. The algorithm adds all attached nodes to each expanded node except
nodes that have already been visited.

2.5.2 Heuristic search methods

The techniques in the previous section illustrated different algorithms applied to
the example problem, and they all manage to solve it by successfully finding a
route. But what if one not only wants to find a route, but also would like to save
some money on petrol and thus drive as short a route as possible? The above
mentioned algorithms found solutions varying greatly in total distance; clearly
some kind of optimization can be done. Let s consider the same example again,
but this time with an additional parameter added, namely the direct distance, ”As
The Crow Flies”, from each node to the goal node added and use this parameter
as a measure of the quality of each node. The direct distance in kilometers from
each node to Göteborg is illustrated in Table 2.1.
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City Direct Distance [km]
Norrtälje 449
Uppsala 403
Stockholm 396
Södertälje 357
Väster̊as 337
Karlskrona 277
Norrköping 264

Örebro 251
Karlstad 205
Skövde 131
Jönköping 129
Halmstad 128
Uddevalla 70
Varberg 69
Bor̊as 51
Göteborg 0

Table 2.1: Direct distances from each node to the goal node, i.e. the direct distance
from every city in Figure 2.12 to Göteborg. This information can be used to
improve the result of the algorithms by the use of a cost function

In planning, a heuristic is a parameter which is used to estimate how far from
a solution a certain value is [11]. In the chosen example, the direct distances
are therefore heuristics as they approximate the distance to the goal node. If an
optimal solution is sought, the chosen heuristic must be admissible, meaning that
it may never overestimate the cost to reach the goal [11]. The heuristic search
functions will make use of a heuristic to create a cost function. This function can
then be used to evaluate each node and determine whether one node is better than
another. There are many ways of implementing this, but this section will focus on
two common ones, the Greedy Search and the A* Algorithm.
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Greedy Search

A greedy algorithm will make the locally most optimal choice, but will not keep
a record of the optimality of other nodes at already visited levels, in the hope that
following a locally optimal path will yield a globally optimal path. There is no
guarantee that one will find a globally optimal path using a greedy search, but
since there is no need to compare nodes from earlier levels with newly expanded
nodes this saves memory and computation time, and can be very efficient for larger
problems, if one can accept that the algorithm will likely find a sub-optimal path.
For the chosen example, one way of evaluating the nodes would be to keep track
of the total distance travelled from each node and the distance to the goal node
from each new node. The algorithm should want to choose a node that permits as
short of a distance as possible to be travelled, while at the same time coming as
close to Gothenburg as possible for each step.

The cost function for this type of search should therefore make an estimation of
the distance that it will take to drive to the goal node, given that a certain node
is chosen. A typical cost function would then be

C = Dd +Dr (2.1)

where Dd is the direct distance from the expanded node to the goal node, and
Dr is the distance to travel from the root node to the expanded node. The goal
of the algorithm is to always minimize the cost function. Since the heuristic is
the direct distance between two cities it follows that it must be admissible: the
shortest travel distance between two points is the direct distance and the heuristic
can therefore never overestimate the distance. For the chosen example, the first
iteration will now look like in Table 2.2.

City Dr[km] Dd[km] C
Norrtälje 61 449 510
Södertälje 39 357 396
Väster̊as 93 337 430
Uppsala 64 403 467

Table 2.2: Evaluation of the cost function for a greedy search applied to the
example problem. First iteration starting in Stockholm, Södertälje has the lowest
cost function and will be the expanded node.
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City Dr[km] Dd[km] C
Norrköping 136 264 400

Örebro 184 251 435

Table 2.3: Evaluation of the cost function for a greedy search applied to the
example problem. This is the second iteration, starting form Södertälje, having
travelled 39km from Stockholm. In this case, the algorithm will choose Norrköping
as the next node.

Södertälje has the lowest cost function and will be chosen for the next node.
Since this algorithm is greedy, it will not take earlier nodes into account, and will
therefore make the same expansion from Södertälje, once again choose the node
with the lowest cost function and so on until Göteborg is found. This implementa-
tion has the potential of missing optimal nodes, since many are ignored. The fully
expanded tree is shown in Figure 2.17. The search tree that it displays closely
resembles a depth first search, with the difference that the cost functions gives the
algorithm a qualitative way of evaluating the nodes, allowing the algorithm to find
a route that is only 413 kilometres long, shorter than what is found with both the
depth and breadth first search methods.
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Figure 2.17: The order in which the nodes are expanded by the algorithm in a
greedy first search with a cost function based on the total distance travelled and
the direct distance from each node to the goal node as heuristic

The A* Algorithm

As mentioned, the greedy search is not guaranteed to find an optimal solution
as nodes on levels already visited are never considered again. The A* algorithm
uses the same type of cost function as the greedy search, but it keeps a record
of the evaluated cost for all visited nodes, and will always expand the node with
the lowest cost function, regardless of the level that it is at. Doing this, it can
be shown that a search performed with A* will always return a globally optimal
solution, given that the heuristic is admissible [11]. The first iteration for the A*
algorithm with the given cost function will be identical with the greedy search,
the second iteration however will look as in Table 2.4.
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City Dr[km] Dd[km] C
Norrköping 136 264 400

Örebro 184 251 435
Norrtälje 61 449 510
Väster̊as 93 337 430
Uppsala 64 403 467

Table 2.4: Evaluation of the cost function for A* search applied to the example
problem. This is the second iteration, starting form Södertälje, having travelled
39km from Stockholm. In this case, the algorithm will choose Norrköping as the
next node.

The downside of the A* is that it has to keep a lot of nodes in memory and it
quickly gets very memory intensive for larger search problems, as compared to a
greedy search, which does not have to remember the complete tree of visited nodes.
The advantage is that, given enough time for computation a search performed with
A* will return a solution that is optimal. As it happens, the search tree for an A*
search applied to the example problem becomes exactly the same as the search tree
for the greedy search, so no new tree is shown. The difference lies in the number
of evaluations performed. Greedy search only checks nodes on the lowest level. It
thus has to keep in memory at most four nodes at the same time for the given
example. The greedy search first compares four nodes, then two, then two again,
then three and finally two when the goal node is found. A* would increase the
memory usage for each node explored, having to keep in mind first four, then six,
then eight, then eleven, and lastly thirteen when the goal node is found. One could
argue, then, that it is much better to use the greedy search; and surely that would
be right for this case. But when one handles more complex problems the answer
is not as clear. Had all road possibilities present in real life between Stockholm
and Göteborg been included, then the outcome would probably have been quite
dissimilar.
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Chapter 3

The Scheduling Engine

3.1 Automatic Scheduling

Planning for communication with many satellites at a ground station is a tedious
task that quickly becomes complicated if one aims at maximizing the utilization
of the available resources. Many factors come in to play, satellites are only visible
for short segments of their orbits, they are only compatible with certain antennas
and basebands, some must be communicated with many times each day, some only
need a few passes and so on. Finding a schedule that satisfies all conditions takes
lots of time and the developed scheduling engine tackles this problem using the
computational power of today’s computers.

Before it is appropriate to talk about planning from a scheduling perspective,
some concepts must be defined. Scheduling is about finding out how to perform a
set of actions with a limited number of resources in a limited amount of time [11,
p. 349]. A resource is something that needs to be used in order to complete a task,
where a task is whatever needs to be performed for the schedule to be complete
[11, p. 349]. Scheduling problems are defined by specifying certain criteria and
requirements. One needs a set of resources and knowledge of their availability, a
set of tasks that need to be performed and knowledge about how each resource
is utilized, a set of restrictions on these resources and some way of measuring the
performance of the schedule, a cost function [11, p. 350].

29
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In the case of the scheduling engine the tasks to be scheduled are satellite passes
and the resources are ground station specific parameters, in this case available
antennas and basebands and the satellites to be scheduled. Specific criteria to
be fulfilled for each satellite are specified, such as how many passes need to be
scheduled per day and week and for how long each pass must be scheduled. Re-
quirements are more general, such as that a satellite must be compatible with an
antenna or a baseband to be scheduled at it and that it needs to be visible from
the ground station at the decided time of data acquisition. The cost function is
used to continuously evaluate the status of the schedule and to help the scheduler
make correct choices on the path to a complete schedule. It uses a concept called
blame and is described more thoroughly in a subsequent section.

3.2 Overview

The purpose of the scheduling engine is to take a list of satellites, each with a
set of specific requirements, and schedule them for communication at a ground
station at available time slots for a specific time frame. The scheduler is designed
so that the utilization at the ground station by no means must be empty at the
initialization of planning. Rather, the scheduler is given a baseline utilization, and
tries to schedule at those time slots that are free. This makes it possible to apply
the system to a ground station already in use, or to feed it an already finished
schedule that one wishes to make changes to, for example if one wants to add
a satellite or if the requirements for a satellite changes after the initial planning
procedure.

3.2.1 Required Parameters

In order to create a plan, the scheduler needs to have information on the capabilities
of the ground station, the orbital parameters of all satellites to be scheduled and
the compatibility and requirements for each satellite.

Antennas The planner must know which antennas are available at the ground
station, and with what types of communication they are compatible. Furthermore
the set-up and take-down times must be specified, that is the time that is needed
to prepare an antenna before a pass and the time it takes from the end of a pass
until it is available for use again.

Basebands Just as with antennas, the planner needs a list of all available base-
bands and with which antennas they are compatible.
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Satellites All satellites that are to be included in a plan must be properly spec-
ified. All orbital parameters must be available so that accurate pass times can
be calculated, this is done by supplying a Two Line Element set for each satel-
lite1. Furthermore a set of requirements for each satellite must be specified. These
include minimum number of passes per day, minimum passes per week, shortest al-
lowable time for a communication session and with which antennas and basebands
each satellite is compatible.

3.2.2 General Procedure

Figure 3.1: The General procedure of the software

The Scheduler starts by collecting all vital data. Information on Ground station
antennas and basebands is stored in a database. Parameters are collected and
assembled into proper data structures. The next step is to propagate the orbits
of the satellites for the desired schedule time frame. This is done using the open
library orekit which is a commonly used open source library. Then the baseline
utilization for the desired schedule period is retrieved from the ground station and
finally a priority cue for the available resources is calculated. This information is
then fed into the scheduler which begins the planning process.

1See appendix C for an explanation of TLEs
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3.3 Scheduling

This section describes the work flow and the core principles of the scheduling
process. The planning process is outlined in Figure 3.2. Some important con-
cepts are described here, such as plan evaluation using a concept called blame,
prioritization of resources and the different methods used to actually book passes.

Figure 3.2: Flowchart illustrating the procedure of the Scheduling Engine
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3.3.1 The Cost Function

The Scheduler uses a concept called blame in order to evaluate the effects of its
actions and to see whether a solution is found or not. The blame is zero for a plan
that satisfies all set requirements and a non zero blame thus implies that a plan is
not complete. Blame is calculated for each satellite to be scheduled and gives an
opportunity to compare satellites to one another so that the scheduler can focus
on satellites with high blame.

Blame is calculated based on the number of passes booked for each satellite
within a desired time frame. It is possible to define three types of requirements for
each satellite; number of passes per day, number of passes per week and minimum
length for each pass. Blame is given for each day of the plan duration and is the
same as the number of missing passes during each day. If a plan is made for a seven
day period and a satellite requires 2 passes per day and 14 passes per week, the
blame for each day will be 2 minus the number of booked passes at that day. The
same applies for weeks. Plans are rarely made for periods longer than one week
however, and when a plan is shorter than one week, the weekly blame becomes a
floating point number. After a couple of iterations, the blame for a partial plan
might look like the illustration in 3.3.1.

SATELLITE 1: ... SATELLITE N:

DAILY BLAME: ... DAILY BLAME:

DAY 1: 2 DAY 1: 0

DAY 2: 0 DAY 2: 0

DAY 3: 1 DAY 3: 0

DAY 4: 0 DAY 4: 1

DAY 5: 1 DAY 5: 2

DAY 6: 2 DAY 6: 0

DAY 7: 1 DAY 7: 1

WEEKLY BLAME: ... WEEKLY BLAME:

WEEK 1: 7 WEEK 1: 4

TOTAL BLAME: ... TOTAL BLAME:

14 8

Figure 3.3: Example situation illustrating the blame for two mock-up satellites.



34 CHAPTER 3. THE SCHEDULING ENGINE

From the information in Figure 3.3.1 the scheduling algorithm can deduce that
satellite 1 has a total blame of 14 and this number is used to compare this satellite
with other satellites also to be scheduled. When the planner tries to schedule a
pass for this satellite, it will try to do so at day 1 or day 6, since the satellite
has the least booked passes during these days. Whenever a pass is booked the
blame is reduced until it reaches zero when the satellites all requirements are met.
Daily and weekly blame is only interesting for each individual satellite. The plan
is evaluated with the sum of the total blame for each satellite. When this is zero,
the plan is valid.

It should be noted that it is allowed for the weekly blame to be higher than the
sum of the daily blame over an entire week, for example it is possible to have a
daily requirement of 2 passes, and a weekly requirement of 16 passes. Booking 16
passes for one week must imply that one or two days during that week will have
more than two passes and that these days will have negative blame. In order to
avoid misinterpretations negative blame is therefore not counted in the summation
of total blame.

3.3.2 Resource Priority

A problem encountered during the development of the scheduler is that resources
compatible with many satellites tend to become over-utilized, while other, less
compatible, resources experience very little utilization. As long as the scheduler is
able to create a finished plan, this in itself is not a big problem as valid solutions
are still found. Having some resources used almost constantly and others barely
at all can hardly be considered efficient in a real life solution, however, and the
way around this issue is by introducing a priority queue for all available resources,
where the planner tends to schedule at resources with higher priority whenever
possible.

In order to make a priority cue resources are evaluated according to two differ-
ent criteria. On the one hand each resource is prioritized according to how many
active satellites are compatible with it, this priority is static and never changes.
On the other hand the resources are prioritized from their utilization, this priority
is dynamic and changes during the planning process as passes are allocated. An-
tennas are prioritized with respect to all other antennas, and the same applies for
the basebands.
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Initial Priority

The initial priority is made with a simple principle. The more compatible satellites
a resource has, the lower its priority. The key idea with this is that satellites with
high compatibility over several ranges should be booked at resources that are
not compatible with so many other satellites. This prevents resources that are
compatible with many satellites from getting substantially higher loads than other
resources and thus helps to make the overall plan more evenly spread over all
available resources. The priority is represented as a score from zero to one, where
one implies high priority. It is calculated for each resource as,

− Ni

Nmax −Nmin

+
Nmax

Nmax −Nmin

(3.1)

where Ni is the number of satellites compatible with resource i, Nmax the number
of compatible satellites for the resource with the highest compatibility and Nmin

the number of compatible satellites for the resource with the lowest compatibility.
The resource with the highest compatibility gets a priority of 0 and the one with
the lowest of 1, all other resources end up somewhere in between. This priority
is static over the course of the planning process and is thus calculated only once
before planning is initiated.

Utilization Priority

In order to utilize all available resources as evenly as possible the resources are
prioritized according to their utilization as well. This priority is dynamic and
is recalculated for every change that is made to the plan. The more a resource
is utilized, the lower its priority and vice versa, having the effect that resources
with minimum pass time allocated are automatically preferred if possible. The
utilization priority is calculated in the same way as in equation (3.1). The total
priority is then finally calculated as (Initialprio+ Utilprio)/2



36 CHAPTER 3. THE SCHEDULING ENGINE

3.3.3 Allocation of Passes

The scheduling engine has three different ways of allocating passes, booking
at conflict free spots, avoiding conflicts by moving passes within available ranges
(often no more than a couple of minutes) and by dropping conflicts as they occur.
These three methods are applied in order to be able to book the passes as easily as
possible. When a pass is about to be allocated the planner first chooses the satellite
with the worst blame from the list of satellites to be scheduled. It then chooses
one of the days (if scheduling is done for more than 24 hours) with the worst blame
and tries to schedule a pass for the chosen satellite at resources available at this
time period. If there exists a pass for the given satellite that can be booked at
any compatible resource without causing any conflicts this pass is simply booked.
If it is possible to book this pass at several resources without any conflicts, or
if several passes can be booked without conflicts, the resource with the highest
possible priority is chosen. If none of the available passes can be booked within
the chosen time period without causing conflicts the planner tries to move the
scheduled passes within their visible ranges so as to avoid the conflict, this check
is performed for all available passes and if conflicts can be avoided this way, one
of these passes is chosen. This process is described thoroughly in section 3.3.4
Moving of passes. If the scheduling engine is unable to find any passes that can be
moved to avoid conflicts, the only way to book a pass for the chosen satellite is to
drop a pass for another satellite. This is performed for all different pass/resource
combinations and the combination resulting in the lowest blame is chosen. This
process is decsribed in section 3.3.5 Rescheduling.

The entire allocation process can be summarized as:

1. Evaluate plan (calculate blame)

• If blame is zero, return plan

• If blame is non-zero, go to the next step

2. Choose satellite with highest blame

3. Chose time interval with highest blame for chosen satellite

4. Prioritize resources according to utilization and compatibility priority

5. Try to book a pass within the period with its minimum communication time
allocated in the middle of the visible range.

• If several possible passes exist, choose a pass bookable at a resource
with as high priority as possible. Go to step 1
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• If no passes can be allocated this way, go to the next step

6. Check if conflicts can be avoided for available passes by moving them within
their visible ranges

• If this is possible for one or more passes choose pass with the highest
attainable margin. Go to step 1

• If no passes can be moved to avoid conflicts, go to the next step

7. Try to schedule passes by dropping their conflicts in an iterative way

• Evaluate the effect on the plan for each rescheduling action. Choose
the ”best” one, save others to stack. Go to step 1

3.3.4 Moving of passes

A common minimum allowed communication time is roughly 5 minutes, while
a typical pass for a satellite lasts for about 10 minutes and this gives the planner
some leeway when scheduling, it is free to move the scheduled pass time in a way
that is most suitable for the overall plan, so long as the scheduled communication
session occurs when the satellite is visible from the station. The standard allocation
for a pass as made in both the initial planning phase and the iterative phase is
illustrated in Figure 3.4.

The planner allocates a pass just as illustrated in the figure. The minimum
allowable communication time is allocated in the middle of the visible range and
time is added for set-up and take-down of the resource. Then a conflict check is
performed, if a conflict is found, an analysis is performed to check whether or not
it would be possible to move the communication time within the visible range so
as to avoid the conflict.

To find out whether or not it is possible to schedule a pass, the margin between
it, its header and its trailer with respect to the closest passes both before and after
is calculated. The margin is measured in seconds and a negative margin implies
an overlap and thus a conflict. Figure 3.5 illustrates the two margins that are
calculated, Ml,0 is the initial margin before the pass and Mr,0 is the margin after
the pass. Now by introducing a new parameter x defined as zero in the middle
of the visible range and letting it represent a shift of the communications time in
seconds, the two margins can be represented as functions of x.
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Figure 3.4: Pass Allocation. The shaded area shows the time when the pass is
booked in the schedule. AOS and EOS stands for Acquisition Of Signal and End
of Signal respectively. Firstly communication time is assigned for the minimum
allowable time in the middle of the visible time-range, then resource specific set-up
and take-down times are allocated as a header and a trailer. Note that the time
allocated for set-up and take-down can be well outside the visible range, so long
as the communication time is in the visible range.

Mh(x) = Mh,0 − x
Ml(x) = Ml,0 + x

−ε ≤ x ≤ ε

(3.2)

ε is defined as half the time the satellite is visible minus half the minimum
communication time and thus defines the maximum possible shift of the commu-
nication time from the initial position. ε is illustrated in Figure 3.4. Figure 3.6
illustrates the introduction of the parameter x as well as the initial margins, Mh,0

and Ml,0.

Both Ml and Mh need to be larger than or equal to zero for the pass to be
bookable at a desired timeslot, the planner thus needs to calculate whether such
a solution exists or not. Let a shift of x∗ seconds denote such a solution, the
requirements are then:
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Figure 3.5: Conflict check. The boxed gray areas show allocations already made
for the current resource. Where the sections overlap, there exists a potential
conflict. During the pre-planning phase the pass to be booked is now considered
unbookable at this resource and is dropped. The iterative planner tries to find a
solution by moving the scheduled communication time, to see if it is possible to
book it anyway.

Mh(x∗) = Mh,0 − x∗ ≥ 0

Ml(x
∗) = Ml,0 + x∗ ≥ 0

−ε ≤ x∗ ≤ ε

(3.3)

which is equal to,

Mh,0 ≥ x∗

x∗ ≥ −Ml,0

(3.4)

which in turn gives the relationship

−Ml,0 ≤ x∗ ≤Mh,0 (3.5)

Since x∗ always has to fall between the two margins it is now possible to find
a simple condition for if a pass is bookable or not:

−Ml,0 ≤Mh,0 (3.6)
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Figure 3.6: Moving passes within their visible ranges. The timeslot allocated for
data-communication can be freely moved so long as it occurs when the satellite is
visible from the gorund station. The shift is illustrated by x. The allocations for
set up and take down can be outside the visible range.

There is a problem however. Consider the situation illustrated in Figure 3.7. In
this scenario the margin before the pass is clearly negative, and the margin after
the pass is sufficiently large so that the condition set by equation 3.6 is met, yet
the pass still remains impossible to book as it would require a shift greater than ε
to make Ml(x) larger than or equal to zero. Clearly, another condition must also
be met. With the definition of ε the maximum attainable margin can be expressed,

Mh,max = Mh,0 − (−ε)
Ml,max = Ml,0 + ε

(3.7)
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Figure 3.7: A situation where condition (3.6) is invalid

The planner thus allocates a pass for the minimum allowed time in the middle
of the visible range, adds the resource specific required set-up and take-down time
and finally calculates the margins Mh,0 and Ml,0 to the nearest scheduled resources.
If the margins satisfy the condition in equation 3.7 it is possible to book the pass
if a shift smaller than ε is required. Clearly, both margins can not be negative at
the same time and still satisfy condition 3.6, the planner thus checks if the largest
possible attainable value for the smallest margin is larger than or equal to zero. If
this final condition is met it is now possible to move on to the next step and find
a value for x that maximizes both margins and thus creates the most optimal slot
to book the pass at.

Multidimensional Conflicts

The previous section described how to mathematically analyse a pass to see
whether or not it is bookable at a single resource without changing the schedule
already assembled. In a realistic planning scenario however, another complicating
factor appears. Namely that a pass almost never is booked at only one resource at
a time. As mentioned in section 2.4, a pass needs to be scheduled at an antenna
as well as at a base-band simultaneously and it is thus not enough to simply check
whether a pass can be allocated at one resource, it needs to be evaluated for two
resources simultaneously. The planner handles this problem by checking each pass
at all possible combinations.
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The planner will first check to see if it is possible to book the pass at the first
antenna by moving it according to the previously defined criteria. If this is possible
each baseband is checked in combination with this antenna. If the required shift
in time for any of the basebands is smaller than the maximum possible shift for
the antenna, then the combination is bookable and it is registered. The margins
in seconds to the nearest passes both before and after the booking are calculated
and this is saved for the antenna baseband combination. After iterating through
the antennas and basebands the planner will end up with a set of combinations
for each pass that are attainable. If the list is empty, it is impossible to book the
passes by moving them, and the algorithm moves on to do a graph search. If one
or several antenna baseband combinations are possible the planner will choose the
pass and the antenna baseband combination which gives the maximum margin to
nearby schedule instances and book this instance.

3.3.5 Rescheduling, ”Graph Search”

In many cases, especially in the later stages of planning or when a very high
utilization is desired, it will not be possible to move any passes within their visible
ranges to make them bookable. In this case the planner has ended up at a dead end,
the chosen order of passes is not optimal, as it does not enable a full utilization;
this situation is mitigated by dropping conflicts and trying again. Multiple nodes
are created and evaluated one by one to find an alternative plan enabling a higher
utilization. Just as in the earlier stages of allocation the planner focuses on one
satellite within a selected 24 hour period. Now alterations to the partial plan
are made for all available passes for the selected satellite within the selected time
period at all different antenna baseband combinations. Let us assume that a
ground station has 2 antennas and two basebands; furthermore let us assume that
the satellite in question has two available passes in the chosen time period. The
graph search might then look like what is illustrated in Figure 3.8.
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Figure 3.8: The tree of alternative schedules that is generated by rescheduling for
a satellite with two available passes at a ground station with two antennas and
two basebands

The graph search generates a large amount of nodes, namely Np ·NA ·NB nodes,
where Np is number of available passes in the timeslot, NA the number of antennas
compatible with the satellite and NB the number of basebands compatible with
the satellite. Since one or more passes has to be removed from the plan in order
to book a pass the blame is never improved by applying this technique, in fact it
is often worsened. The generated nodes are all evaluated one by one and one of
the nodes with the lowest blame is chosen, the other nodes are saved for reference
in later iterations. The goal of this rescheduling is not to immediately improve
the state of the plan, but rather to reach a new state where further allocation of
passes is possible. In a situation where no more passes can be booked by moving
passes within their ranges, dropping a conflict might enable several more passes
to be fitted. If however after a rescheduling still no more passes can be fitted
the planner chooses another node from the ones generated until no more nodes
remain. If no new nodes can be found the planner has reached a dead end and will
return failure. This happens when the requirements are too high; for example if
the requirements imply scheduling more pass time than the actual available time in
the interval chosen. If however the requirements are reasonable, a feasible solution
exists, and the planner will eventually find the node that leads to it. Since the
number of nodes is relatively high however (a typical station sees 10 passes per
satellite and day, and has around 15 antennas and basebands, resulting in up to
2250 nodes per iteration), the evaluation of the nodes is crucial, as it is desirable
to find a node that leads to a solution as early as possible in order to keep the
computational times down.
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Comparing with the search algorithms described in the preceding chapter the
allocation of passes by rescheduling can be considered a greedy procedure. Since
passes are allocated by other means than only rescheduling, there is no clear con-
nection between nodes from earlier rescheduling procedure and they are used very
rarely. All nodes generated when making all possible reschedulings in each step
are saved in memory, and the rescheduling part of the algorithm always chooses
the node with the lowest blame from this list, similar to the behaviour of an A*
search. Because of the two other allocation methods however, the algorithm rarely
investigates nodes higher up in the tree; they are rather saved in order to avoid
dead ends where the process would return a failure.

Backtracking

Backtracking is when the algorithm returns to an already evaluated node over and
over, causing the scheduler to become stuck at a level. This tends to happen if there
is no clear improvement from one action to the next, or if the blame is higher after
evaluating than before, as tends to happen when the overall utilization is very high.
This is avoided by generating a unique hash for each node. Hashes corresponding
to already evaluated nodes are stored in a list and when the scheduler tries to pick
a new node its hash is matched with the list of already evaluated hashes; if the
hash is found in this list the node has already been evaluated and it is therefore
dropped in favour of another node not previously evaluated.

3.3.6 Non Deterministic Selection

Sometimes, and especially early in the scheduling sequence, some or several
choices are exactly the same for the planner. Resources might have equal priority,
satellites equal blame, and there might be no distinguishable difference between
different time periods. This is a cause of concern as the planner, if care is not taken,
will simply schedule at elements that happen to be at the top of lists meaning that,
for example, an antenna that happens to have id 1 will get a higher utilization
early in the planning phase than antennas with higher ids and so on for other
resources. This might have unexpected effects, such that a certain resource gets
a slight unwanted priority early in the sequence, possibly having great effects on
the overall plan. The way the planner mitigates this is by making pseudo-random,
non deterministic choices whenever applicable; that is whenever criteria are equal
for different entities, the entity to use is chosen randomly. This causes a more even
distribution of resources earlier in the process, making the process slightly more
efficient.
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Interface

The scheduling engine is operated from the web via an interface. The purpose
of this interface is to give the possibility for customers to review their satellite
missions and apply requirements directly, without the need to contact an operator.
The interface also includes an interactive view, where a satellite operator can see
all passes assigned to their satellites, for as long as has been planned. The interface
also includes an operator view. As an operator, on can control the compatibility
of each satellite with all resources, passes can be propagated and the scheduling
engine is controlled. All passes, both baseline and planned can be seen from the
interface. The use of a web based interface has the potential to greatly improve
the accessibility of the software, as customers needs to complete no installation
procedures etcetera. The design and look of the user interface is shown in Appendix
D.

4.1 Structure

The structure of the web interface is illustrated in Figure 4.1. The front end
is developed in a php, html and javascript environment and allows control of the
features from a browser. On the server side, all vital data are stored in a SQL
database. The entire back end part of the interface is built in python an php and
contains programs and scripts to control collection of data and the control of the
scheduling engine.
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Figure 4.1: This flow chart illustrates the different parts of the developed web
interface and their interconnections.



Chapter 5

Results and Conclusions

5.1 Setup Scenario

The validation of the software has been done with a set up corresponding to
SSC’s ground station in Kiruna, Sweden, using a realistic number of antennas and
basebands. 60 satellites are included in the schedule and for simplicity they have
been assumed to be compatible with all antennas and basebands. The satellites
chosen are all CubeSats [3] with inclinations between 60 and 100 degrees. The
schedule is made on top of a baseline schedule consisting of a mock-up plan for
about 15 satellites. This baseline schedule is treated as if it were a live schedule
on the ground station, and the planner is not allowed to move these passes but
rather has to make do with the spare time that is unscheduled.

5.2 Utilization

The maximum attainable utilization was evaluated by gradually increasing the
requirements for the batch of setup satellites in a special test scenario without
a baseline schedule, the planner thus tries to fill the available timespan with a
gradually increasing number of passes. In this case a simplified setup is used; 60
satellites are scheduled at twelve antennas initially completely free over a 24 hour
period. The requirements for all satellites are equally set so that a plan fulfilling
all requirements uses a desired fraction of the time. The set up and take down
times for all antennas are set to ten and two minutes respectively and the desired
communication time for all satellites is set to five minutes. The total time needed
for allocation of resources is then 17 minutes and with this information the total
number of passes to schedule for each satellite to reach a desired utilization can
be calculated
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Nsat ·Npass · Tpass
Ttot

= U (5.1)

Nsat = 60 is the number of satellites, Npass is the number of passes per day,
Tpass = 17 · 60 = 1020[s] is the time for each pass and Ttot is the total available
time in the time span. Ttot is the time period in seconds multiplied with the number
of available antennas, in this case Ttot = 24 ∗ 60 ∗ 60 ∗ 12 = 1036800[s]. Using this
information the computational time is measured for an increasing utilization until
the planner is unable to find a solution. Table 5.1 illustrates the measured values
and Figure 5.1 is a graphical representation of these results. Each satellite has
between ten and thirteen passes over the ground station each day.

Npass U [%] Computing Time [s]
1 5.9 4.16
2 11.8 10.97
3 17.7 15.02
4 23.6 25.62
5 29.5 33.53
6 35.4 39.08
7 41.3 43.22
8 47.2 46.96
9 53.1 121.52
* 56.6 366.39
10 59.0 ∞

Table 5.1: Measured execution time for different desired loads U . The values are
for a schedule of 24 hours with 12 antennas and 60 satellites. The asterisk (*)
represents a special case where 35 satellites require 10 passes per day and 25 only
9 passes. The planner was not able to resolve ten passes for all satellites over the
defined period.

It is important to note that the values obtained from this example are only
representative of the behaviour for the planner if the scenario is as described in
the test setup. The behaviour, however, closely match the overall performance.
Depending on the total load of a complete plan, the execution time of the planner
is relatively linear up until a load slightly below 50%. At this stage the processing
power required increases and when the utilization approaches 60% the planner
goes from always finding a solution to rarely finding one.
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Figure 5.1: This is a graphical representation of the data in Table 5.1. Upon
the distinct data points a polynomial curve has been approximated showing the
performance of the planner as a function of load.

The steady linear behaviour for lower loads is due to the fact that very few
passes need to be dropped when there are many free slots bookable; the planner
mostly finds a way to fit passes in at slots in the partial plan. Just inserting passes
is a fast process and while moving passes and analysing which move gives the best
margins is slower, this also is still a relatively quick process. When the resources
get more and more utilized though, the possibility that the planner will have
to reschedule one or more passes rapidly increases. The process of rescheduling
passes and analysing the effect of each rescheduling on the overall plan is a much
more intensive process than the previous two, thus explaining the behaviour of the
planner at higher and higher loads.
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5.3 Schedule Length

Figure 5.2 illustrates the execution times for the creation of several schedules
of different lengths. The parameters here are the same for all different schedule
lengths, there are 60 satellites, each needing 7 passes per day, twelve antennas and
fourteen basebands (there is also a baseline schedule of 20% utilization already in
place when the scheduler starts). The scheduler is not allowed to manipulate the
baseline schedule in any way.

Figure 5.2: Illustration of the time to create a plan for a set of 60 satellites, each
having the same requirement of 7 passes per day for different plan lengths.
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From the figure it can be deduced that the longer the schedule to be made, the
longer the execution time. This is of course not surprising, as a longer schedule
naturally implies more passes to book and therefore more computational effort
from the scheduler. What is interesting though, is the fact that doubling the
schedule duration more than doubles the execution time. Why this is so is not
entirely known, the scheduler plans on a day to day basis, and the amount to
schedule per day does not change when the plan length is increased. The most
likely reason is that a longer plan creates larger data structures to be handled by
the program, having a negative effect on performance. The important conclusion
from this however is that it might be beneficial to create several consecutive plans
over a time interval, instead of one long plan for the entire interval.

5.4 Discussion

The planner successfully allocates a high number of passes at a ground station
within reasonably short time intervals and can thus be considered feasible. The
test scenario tested 60 satellites each requiring 7 passes per day and successfully
created a schedule for a test scenario with a baseline utilization of 20%. In a more
realistic scenario however, it is unlikely that satellites will require 7 passes per day
on average, and the number is probably significantly lower. This would make it
possible to schedule far more satellites and thus making it possible for a ground
station to support far more satellite missions than what is done today.

Several difficulties are likely to occur if this is system is to be implemented in
a real world situation however. For instance the planner requires that satellite
operators lose exact control on when their data are collected, a procedure that
differs radically from the situation at most ground stations today. Some satellite
missions require strict control of how and when data are collected and they will
probably never be eligible for rule based scheduling, but less critical missions such
as CubeSats might very likely be interested in this kind of service. Another im-
portant point is that of making changes to an already established schedule. In
cases of very high utilization it might be very difficult to change the passes for one
satellite without affecting the schedule for other satellites. The effect would be
that in the cases where a pass fails for one satellite, giving this satellite a new pass
might be impossible without rescheduling passes for one or several other satellites,
causing complicated situations. This could be solved by creating priority queues
among different satellites according to customer preferences, or maybe by booking
some kind of backup passes that the scheduler can fall back on if issues occur.
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Appendix A

The Ellipse

The ellipse is a fundamental geometrical shape in orbital mechanics. All bodies
subject to only a central force move in ellipses of one form or another and a basic
understanding of its form is therefore essential. An ellipse is shown in Figure A.1.

Figure A.1: The Ellipse. F1 and F2 are the foci of the ellipse, the distance a from
the origin its semi-major axis, b its semi minor axis and the distance from either
foci to the origin is c.

The ellipse can be described, in Cartesian coordinates, with the following equa-
tion [10, p. 81].

x2

a2
+
y2

b2
= 1 (A.1)
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The locations of the foci relative to the origin, the focal length c, can be calcu-
lated by drawing a triangle from either foci to b on the y axis. The hypotenuse of
this triangle is always equal to a. The distance c can then simply be calculated
using the Pythagorean Theorem [10, p. 81].

c =
√
a2 − b2 (A.2)

More interesting for the purposes of orbital mechanics, however, would be to
define the ellipse from one of the foci, by introducing a string of length 2a attached
in both foci and touching the circumference of the ellipse as in Figure A.2.

Figure A.2: Introduction of a string of length 2a attached in both ends at either
foci. The string touches the curve of the ellipse at a point P defined by the radial
distance r from F2 to P and the angle θ between the string and the x axis.

Consider the triangle formed by F2F1P . The distance F1P is equal to 2a − r
and can be calculated using the law of cosines [13, p. 250],

r2 + 4c2 − 4rc · cos(π − θ) = (2a− r)2 (A.3)

which can be simplified to,

4c2 + 4rc · cos(θ) = 4a2 − 4ar (A.4)

⇒ r =
a2 − c2

a+ c · cos(θ)
(A.5)
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At this point a very important parameter called the eccentricity, e, of the ellipse
is introduced. It is a measure for the shape of the ellipse and is defined as,

e =

√
1− b2

a2
=
c

a
(A.6)

it is also of great value to define the so called semi-latus rectum, l, which is the
vertical distance from one of the foci to the curve of the ellipse in the lateral (y)
direction. It is for an ellipse,

l =
b2

a
(A.7)

by inserting the values for the eccentricity and the semi latus rectum in equation
(A.5) the following is obtained,

r =
l

1 + e · cos(θ)
(A.8)

which is the equation of the ellipse [13, p. 250]. The eccentricity is a particularly
interesting parameter as it describes the shape of the ellipse. If e = 0 then a = b
according to (A.6) and the curve is then a circle with radius r = l = a = b.
Similarly if e < 1 then the curve is an ellipse with maximum radius l

1−e
= a + c

for θ = π and minimum radius l
1+e

= a − c for θ = 0. If however e ≥ 1 then
the denominator in (A.6) becomes 0 for some value of θ and the curve becomes
unbounded so that r →∞ for a certain value of θ [13, p. 250]. Figure A.3 shows
three different cases, e = 0, e < 1 and e > 0.

Figure A.3: Variation of e. From left to right, e = 0, e < 1, e > 1. The special
case of e = 1 is not shown. The round dots indicate the foci.
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Appendix B

Orbital Mechanics

B.1 Central Force

When describing the movement of an artificial satellite in earth orbit, it assumed
to be influenced by only a single gravitational force acting on the radial line through
the respective centres of gravity of the earth and the satellite. Furthermore it is
assumed that the force of gravity exerted on the Earth by the satellite is zero1.
In reality, however, there are many other forces acting on the orbit of a satellite;
forces that will cause drifts of the orbit over time an therefore must be accounted
for. These other forces are considered perturbations though, and are not treated
in this section.

The motion of a body with mass m in the vicinity of another body of mass M
is called Keplerian if the only force affecting the movement is the force of gravity
between the two bodies [13, p. 253]. In Figure B.1 the radial vector r between the
centres of mass of the earth and a satellite, the force on the satellite F and the
velocity of the satellite v are illustrated. The torque, τ , excerted on the satellite
from the force F can be decribed as [13, p. 23]

τ = r× F = 0 (B.1)

1This assumption can be explained using newtons third and second laws. A satellite orbiting
the earth with a mass m will experience a force of F = m ·a1, where a1 is the acceleration due to
gravity at an arbitrary altitude. Newtons third law now implies that the earth must experience
an equal and opposed force defined by F = M ·a2 Where M is the mass of the earth. We thus get
the acceleration of the earth due to the force exerted by an orbiting satellite as a2 = m·a1

M . The
Mass of the earth is of magnitude 1024kg whereas the mass of the satellite and the acceleration
on it due to gravity is typically at an order of magnitude of 102kg and 101 m

s2 respectively, the
acceleration of the earth is thus about 10−21 m

s2 , or 0.000000000000000000001m
s2 : -a very small

number! So small in fact, that we for all general purposes can consider it to be zero.
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Figure B.1: Central Force. A Body with mass m moves under the influence of a
significantly heavier body with mass M . M >> m. The force on the central mass
has been left out in this image

Since the vectors r and F always are parallel the torque is always zero and this
has important implications for the orbit of the satellite. Consider the relationship
between the Torque and the angular momentum L [13, p. 244],

τ = L̇ (B.2)

equation (B.2) thus implies that the first derivative of the angular momentum is
zero for a satellite, and therefore that the angular momentum is constant. The
angular momentum of a particle with respect to a specified point of origin can be
described as the cross product of its linear momentum m · v and the radial vector
r from the origin to the particle and is defined as [13, p. 243],

L = m · v× r (B.3)

and is therefore perpendicular to the orbital trajectory. Now since the angular
momentum is constant and always perpendicular to the trajectory this has the
implication that a satellite under the influence of a central force is restricted to
its plane of motion [13, p. 251]. Consider an area dA swept in the time dt by the
triangle formed by the vectors r(t) and v(t), it can be calculated using,

dA

dt
=

1

2
|r× v| =

1

2m
|L| (B.4)
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which, since L is constant, means that the area swept at two different but equally
long intervals is constant. This is Kepler’s second law as defined in the beginning
of this section, the so called law of areas and it is a direct consequence of angular
momentum conservation[9].

Figure B.2: Law of areas. In this figure the intervals are equal, i.e (t2 − t1) =
(t4− t3) = dt and the law of areas thus implies that the two shaded areas are equal
in size.

The force of gravity on two bodies at a distance r from each other is defined by
Newtons law of gravity as [7, p. 21],

F (r) = −GMm

r2
(B.5)

where G is the gravitational constant2, M the mass of the central body and m
the mass of the orbiting body. According to the assumption that M >> m, the
central mass M can be considered fixed in space and the force on the satellite can
then be described as [7, p. 22],

F = mr̈ = −GMmr

r3
= −µmr

r3
(B.6)

where µ = GM is introduced. This yields [7, p. 23],

mr̈ +
µmr

r3
= 0

r̈ +
µr

r3
= 0 (B.7)

2The value of the gravitational constant is (6.6726± 0.0005)× 10−11m3/(kg · s2)
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equation (B.7) describes the motion of the mass m in a spherically symmetric
gravitational field generated by the mass M only when M >> m since the effects
of m on M can then be neglected [7, p. 23]. This holds true for a satellite in earth
orbit.

Gravity is a conservative force and can therefore be written as the gradient of a
scalar potential from the gravity of the central body [7, p. 21],

F = ∇ · V (B.8)

where the potential is defined as a function of the distance to the center of mass
is for a spherical body [7, p. 21]

V =
GM

r
=
µ

r
(B.9)

To explain this, consider a ball thrown vertically in the air. If the drag due to
air is neglected, there is a direct relationship between the maximum height of the
ball and its initial velocity. As the ball gains in altitude its speed and therefore also
its kinetic energy is reduced, the ball has gained potential energy. At its maximum
height the kinetic energy is zero, but the potential energy is equal to the initial
kinetic energy. This is what is meant by a conservative force; as you move through
the force field you gain or lose potential, but energy is never dissipated. The same
holds true for a satellite and is very important for the characteristics of orbits.

By multiplying (B.7) with ṙ the following is obtained [7, p. 23],

ṙ · r̈ +
µr

r3
· ṙ = 0 (B.10)

which is equivalent to,

d

dt

( ṙ · ṙ
2

)
+
µ

r3
d

dt

(r · r
2

)
= 0 (B.11)

integrating this equation gives an expression for the specific mechanical energy, ε,
of the satellite,

(ṙ)2

2
− µ

r
= ε (B.12)

ε is always constant for an orbit and consists of two terms. The first represents
the specific kinetic energy per unit mass and the second the gravitational potential
energy per unit mass [7, p. 24]. Now by defining the specific angular momentum
as the angular momentum per unit mass,
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h = L/m (B.13)

and cross multiplying it with (B.7) the following expression is obtained,

r̈× h =
µ

r3
(h× r) (B.14)

this expression is equivalent to [7, p. 24],

d

dt
(ṙ× h) =

µ

r3
(r2θ̇)rθ̂

= µθ̇θ̂

= µ
d

dt
(r̂)

(B.15)

where θ̇ is the angular speed of m with respect to M as illustrated in Figure B.1.
r̂ is a unit vector along r and θ̂ is a unit vector normal to r̂ in the same figure.
Integrating equation (B.15) yields [7, p. 24],

ṙ× h = µr̂ + C (B.16)

where C is an integration constant. By multiplying both sides of this expression
the following is obtained [7, p. 25],

r(·ṙ× h) = r · (µr̂ + C)

= (r× ṙ) · h
= h · h
= h2

(B.17)

which yields an expression for h2.

h2 = µr + rCcos(θ) (B.18)

Solving for r gives an expression for the radius,

r =
h2/µ

1 + (C/µ)cos(θ)
(B.19)

and now the semi-latus rectum and eccentricity can be defined [7, p. 25]

l = h2/µ (B.20)
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e = C/µ =

√
1 +

2εh2

µ2
(B.21)

inserting these in (B.19) yields,

r =
l

1 + e · cos(θ)
(B.22)

and this is exactly the same equation as (A.8) - The equation of the ellipse. This
implies that a satellite subject to only a central force will move in either an ellipse,
a hyperbola or a parabola (depending upon the value of e) with the central mass
located in one of the foci [14, p. 496]. This is Keplers first law. The ellipse
with some important parameters is illustrated in Figure B.3. The central body is
located in one of the foci, whereas the other focus is empty. The closest point on
the curve to the central body is called the perigee and the point farthest away is
called apogee (for a satellite in solar orbit these would be referred to as perihelion
and aphelion respectively).

Figure B.3: Elliptcal and Orbital elements [7, p. 26]
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Lets consider the velocity of the satellite. It can be determined as a function of
the semi-major axis, a of an orbit and the current position defined by the vector r.
The equation for the specific mechanical energy, (B.12), denotes the energy of the
orbiting body at all times and can be used to determine the velocity as a function
of the radial distance. The derivation is not shown here, but the final expression
can be written [7, p. 27].

v =

√
µ
(2

r
− 1

a

)
(B.23)

This is the so called vis-viva equation and it is directly related to the conservation
of mechanical energy; as the radius grows the speed is reduced and vice versa. The
time it takes for a satellite to complete one revolution is called its orbital period
and it is defined as [7, p. 27],

P =
2π

n
(B.24)

where n is the so called mean motion. The mean motion is defined as,

n =

√
µ

a3
(B.25)

rewriting this expression gives a mathematical expression for Keplers third law,
namely that the square of the orbital period is proportional to the cube of the
semi-major axis.

n2 · a3 = µ (B.26)

The so called Mean Anomaly, M is an important parameter used for determining
the position at any given time. It is defined as [7, p. 27]

M = n(t− tp) (B.27)

where t is an arbitrary epoch and tp is the time of perigee passage, i.e. the time
when the satellite is at perigee. Figure B.4 shows an ellipse with an auxiliary
circle drawn outside. This circle has a radius equal to the semi-major axis of the
ellipse it is drawn in relation to. Tthe true anomaly, θ, is also illustrated. It is the
angle of the satellite with respect to the central body and the so called Eccentric
Anomaly, E, which is the angle between perigee and the position of the satellite in
the auxiliary circle [7, p. 27]. The eccentric anomaly can be found using Keplers
equation, which is defined as,
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M = E − e · sin(E) (B.28)

this is a transcendental equation which can be solved numerically. The true
anomaly, and thus the position of the satellite at any given time can then be
found geometrically from the eccentric anomaly with the relationship [7, p. 28]

tan(
θ

2
) =

√
1 + e

1− e
· tan(

E

2
) (B.29)

Figure B.4: Ellipse with axillary circle, illustrating the true and eccentric anomalies
[7, p. 28]



Appendix C

Two Line Element Set

The Two Line Element Set (TLE) is a data format used to describe orbital el-
ements of satellites in Earth orbit. The format is defined by the North American
Aerospace Defence Command (NORAD) and is a compact way of providing data
for a satellite. This supplies a standardized way of quickly providing accurate
data to a propagator; TLEs are therefore used in this thesis work for calculat-
ing orbital data [4]. Regular measurements are made with ground based radar
and are made publicly available on the internet through pages such as CelesTrak
(http://www.celestrak.com) and Space Track (https://www.space-tack.org). Fig-
ure C.1 shows an example TLE for the international space station.

ISS (ZARYA)

1 25544U 98067A 14197.57675926 .00010519 00000-0 19132-3 0 7149

2 25544 51.6479 313.8916 0005320 256.0277 282.1295 15.50101668895884

Figure C.1: TLE for the international space station

A TLE consists of three lines; line 0, line 1 and line 2. Line 0 is twenty four
characters long and contains the name of the satellite as defined in the NORAD
satellite catalogue. Both line one and two are 70 characters long and they con-
tain both orbital data, information on when these where obtained, and catalogue
information on the satellite [12]. All line elements are defined in Table C.1 [5].

Using the data in table Table C.1 it is now possible to understand the infor-
mation given in the example TLE. Among other things, we can see that the in-
ternational space station was launched in 1998, it was the 68th registered launch
that year, it is an unclassified object with number 25544, its inclination is 51.6479
degrees and at the Epoch for the TLE it had made 89588 revolutions about the
Earth.

67
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TLEs have an error of up to a couple of kilometers at epoch that grows with
time [21] and it is therefore important to continuously keep them up to date for
all satellites that are to be tracked when building a system for monitoring several
satellites for periods longer than just a couple of days.
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Line 0
Field Columns Description
1 01-24 Object name

Line 1
Field Columns Description Kepler
1 01 Line number of Element Data -
2 03-07 Satellite Number -
3 08 Classification (U=Unclassified) -
4 10-11 International Designator (two last digits of launch year) -
5 12-14 International Designator (launch number of the year) -
6 15-17 International Designator (piece of the launch) -
7 19-20 Epoch Year (last two digits of year) -
8 21-32 Epoch (Day of the year and fractional portion of day -
9 34-43 First time derivative of the mean motion ṅ
10 45-52 Second time derivative of the mean motion n̈
11 54-61 BSTAR drag term (decimal point assumed) -
12 63 Ephemeris type -
13 65-68 Element Number -
14 69 Checksum (Modulo 10) -

Line 2
Field Columns Description Kepler
1 01 Line Number of Element Data -
2 03-07 Satellite Number -
3 09-16 Inclination (degrees) i
4 18-25 Right Ascension of the Ascending Node (degrees) Ω
5 27-33 Eccentricity (decimal point assumed) e
6 35-42 Argument of perigee (degrees) ω
7 44-51 Mean Anomaly (degrees) M
8 53-63 Mean motion (Revs per day) n
9 64-68 Revs - Revolution number at epoch -
10 69 Checksum (Modulo 10) -

Table C.1: Description of the Two Line Element Format



70 APPENDIX C. TWO LINE ELEMENT SET



Appendix D

Interface Design

This Appendix shows some screen shots from the developed web interface

Figure D.1: This illustrates the page for controlling orbital parameters.
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Figure D.2: This is the view from the satellite control page.
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Figure D.3: Two hour view of generated schedule. Instances marked fixed are
scheduled on an operative level and can not be manipulated by the planner.
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